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Abstract:
This paper deals with the reliability prediction of a large and complex software system consisting of a number of modules in which each module has a different failure pattern. A Non-Homogeneous Poisson Process (NHPP) arising from the superposition of power law processes (S-PLPs) is proposed for determining the failure intensity of the software system. A graphical method is illustrated for estimating the model parameters. Finally, the optimal testing time of the software subject to the reliability requirement is computed. Numerical illustrations are also provided to examine the suggested optimal policies.

Key words: Reliability Prediction, Non-Homogeneous Poisson Process, Failure Intensity

1. Introduction

Software reliability is one of the important metrics for software quality assessment. The most commonly used models in the reliability analysis of a software are the Non-Homogeneous Poisson Processes (NHPPs) which are based on the assumption that the errors or bugs which have been incorporated in the software during the development phase, are removed during the testing phase. A great deal of research efforts in the past has been focused on modeling the software reliability growth during the testing phase. These reliability models which are referred to as black box models, treat the software as a whole; considering its interactions only with the external environment, without regarding the internal structure of the software. These models are based on the stochastic modeling of the failure process, assuming a parametric model of cumulative number of failures over a finite time interval. An extensive survey on black box reliability growth models can be found in [23, 5, 16, 26, 4]. Another approach to estimate the software reliability is
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the white box approach or architecture-based approach. In such an approach, it is assumed that the software comprises of a number of modules or components whose interactions affect the reliability of the software. With the growing emphasis on reuse, software development is moving towards component-based software design. Consequently, architecture-based or component-based modeling approaches are developing which estimate the reliability of the software by considering the interactions between the components, the reliability of the components and their interfaces with other components. A number of analytical models have been proposed for the architecture-based approach. Some important contributions in this direction are due to [1, 14, 13, 7]. All these models are state-based models in which the architecture of the software is combined with the failure behavior into a composite model, which is then solved to predict the reliability of the software. A detailed account of various types of architecture-based approaches is given in [18].

The level of software reliability to be achieved greatly affects the duration of the testing phase. More testing is required if the software has to be made more reliable. But this leads to an increase in the maintenance cost of the software as well as delay in releasing the software. Hence, determining the optimal testing time or software release time is a major issue in software management. Several authors have studied various software release problems in different scenarios. Yamada and Osaki determined an optimal software release policy for a non-homogeneous software error detection rate model [27]. Kimura et al. analyzed the software release problems with warranty cost and reliability requirement [12]. Jain and Priya proposed the optimal policies for software release time by employing a Delayed S-shaped model for software reliability growth [11]. They followed the white-box approach for analyzing the software reliability. Dai et al studied optimal testing resource allocation with generic algorithm for modular software systems [3]. Chin-Yu et al studied optimal allocation of testing resource considering cost, reliability and testing effort [2]. Worwa et al studied a discrete-time software reliability growth model and its applications for predicting the number of errors encountered during program testing [25]. Jain et al discussed optimal release policies for software reliability growth model (SRGM) with maintenance costs [10]. Gokhale et al studied incorporating fault debugging activities into software reliability models [6]. Quadri et al studied software optimal release policy and reliability growth modeling [21]. Prasad et al studied measurement of software reliability using Sequential Bayesian technique [19]. Quadri and Ahmad studied software reliability growth modeling with new modified Weibull testing [22].

In this study, an NHPP arising from the superposition of power law processes (PLPs) is proposed to analyze the failure pattern of a complex software system, which shows a bathtub behavior of the intensity function. We follow an architecture-based approach and
assume that the software consists of a number of modules or components. The reliability constraint based optimal release policies of the software are suggested by analyzing the failure pattern of different modules separately.

The rest of the paper is organized as follows. Section 2, describes the formulation of the failure intensity model along with the notations and assumptions. The estimation of the parameters of the failure intensity model is suggested in section 3. In section 4, the software maintenance cost model is developed to obtain the optimal testing time by minimizing the total maintenance cost of the software. The optimal testing time subject to the reliability constraint is determined in section 5. In section 6, the numerical illustrations are provided to examine the suggested optimal policies for the testing time.

2. The failure intensity model

We assume that the software has $n$ number of modules and that each of the modules consists of different number of initial errors. The failure pattern of each module is modeled by a PLP with scale parameter $s_i$ and shape parameter $h_i (i = 1, 2, \ldots, n)$.

The following notations are used for the mathematical formulation purpose:

- $n$: Number of modules in the software
- $a_i$: Number of initial faults in module $i$
- $\alpha_i$: Scale parameter for the failure pattern of module $i$
- $\beta_i$: Shape parameter for the failure pattern of module $i$
- $m(t)$: Expected number of failures detected at time $t$
- $EC(T)$: Total expected software maintenance cost
- $T$: Software release time
- $T^*$: Optimum software release time or testing time
- $T_w$: Warranty period
- $R$: Software reliability
- $c_o$: Initial testing cost
- $c_t$: Testing cost per unit time
- $c_w$: Maintenance cost per fault during the warranty period
- $C_w(T)$: Maintenance cost during the warranty period
- $\theta$: Discount rate of the cost
The failure intensity of the software can be given by

\[ \lambda(t) = \sum_{i=1}^{n} a_i^\frac{\beta_i}{\alpha_i} \left( \frac{t}{\alpha_i} \right)^{\beta_i - 1} \] (1)

The expected number of failures or errors up to time \( t \) is

\[ m(t) = \sum_{i=1}^{n} a_i \left( \frac{t}{\alpha_i} \right)^{\beta_i} \] (2)

The reliability of the software can be computed by

\[ R_{i\theta}(x|t) = \exp\left\{-\left\{ m(x + t) - m(t) \right\} \right\} \] (3)

### 3. Parameter estimation

Parameter estimation is equally important issue to fit real failure data to predict the failure pattern. For this purpose, we present two approaches for estimating the shape and scale parameters of the S-PLP failure intensity function. The two approaches are based on maximum likelihood (ML) estimation and the graphical method as described below:

#### Maximum likelihood method

Let \( t_1 < t_2 < \cdots < t_N \) denote the times of fault occurrence in the software, observed during interval \([0, T]\). It is assumed that the failure pattern follows S-PLP with intensity function given by eqn (1). Assuming that \((j-1)\)th failure occurred at \( t = t_{j-1} \), the conditional probability density function of the \( j \)th failure time is given by

\[ f(t_j|t_{j-1}) = \lambda(t_j) \exp\left\{-\left\{ m(t_j) - m(t_{j-1}) \right\} \right\}, t_j \geq t_{j-1} \]

Taking \( t_0 = 0 \), the likelihood function can be obtained as

\[ L = \prod_{j=1}^{N} \left[ \sum_{i=1}^{n} \frac{\beta_i}{\alpha_i} \left( \frac{t_j}{\alpha_i} \right)^{\beta_i - 1} \right] \times \exp \left[ -\sum_{i=1}^{n} \frac{T}{\alpha_i} \beta_i \right] \] (4)

The log likelihood function is given by

\[ l = \ln L = \sum_{j=1}^{N} \ln \left[ \sum_{i=1}^{n} \frac{\beta_i}{\alpha_i} \left( \frac{t_j}{\alpha_i} \right)^{\beta_i - 1} \right] - \left[ \sum_{i=1}^{n} \frac{T}{\alpha_i} \beta_i \right] \] (5)
The partial derivatives of the log likelihood function with respect to the model parameters are

$$\frac{\partial l}{\partial \alpha_k} = \sum_{i=1}^{n} \frac{-(\beta_k/\alpha_k)^2(t_i/\alpha_k)^{\beta_k-1}}{\Sigma_{i=1}^{n}(\beta_i/\alpha_i)(t_i/\alpha_i)^{\beta_i-1}} + \frac{\beta_k}{\alpha_k} \left( \frac{T}{\alpha_k} \right)^{\beta_k}, k = 1, 2, ..., n$$ \hspace{1cm} (6)

And

$$\frac{\partial l}{\partial \beta_k} = \sum_{i=1}^{n} \frac{1+\beta_k \ln(t_i/\alpha_k)}{\Sigma_{i=1}^{n}(\beta_i/\alpha_i)(t_i/\alpha_i)^{\beta_i-1}} - \left( \frac{T}{\alpha_k} \right)^{\beta_k} \ln \left( \frac{T}{\alpha_k} \right), k = 1, 2, ..., n$$ \hspace{1cm} (7)

Let $\hat{\alpha}_k$ and $\hat{\beta}_k$ (k = 1, 2, ..., n) be the required ML estimators. From eqn (6), we get

$$\left( \frac{T}{\hat{\alpha}_k} \right)^{\hat{\beta}_k} = \sum_{i=1}^{n} \frac{(\hat{\beta}_i/\hat{\alpha}_i)(t_i/\hat{\alpha}_i)^{\hat{\beta}_i-1}}{\Sigma_{i=1}^{n}(\beta_i/\alpha_i)(t_i/\alpha_i)^{\beta_i-1}}, k = 1, 2, ..., n$$ \hspace{1cm} (8)

It is noted from eqn (2) that the ML estimate of the expected number of failures up to T is equal to the observed number of failures, i.e.

$$\hat{m}(T) = \sum_{k=1}^{n} \left( \frac{T}{\hat{\alpha}_k} \right)^{\hat{\beta}_k} = \sum_{k=1}^{n} \sum_{i=1}^{n} \frac{(\hat{\beta}_i/\hat{\alpha}_i)(t_i/\hat{\alpha}_i)^{\hat{\beta}_i-1}}{\Sigma_{i=1}^{n}(\beta_i/\alpha_i)(t_i/\alpha_i)^{\beta_i-1}} = N$$

In particular, for n = 2, we have

$$\hat{m}(T) = \sum_{k=1}^{2} \left( \frac{T}{\hat{\alpha}_k} \right)^{\hat{\beta}_k} = \sum_{k=1}^{2} \sum_{i=1}^{n} \frac{(\hat{\beta}_i/\hat{\alpha}_i)(t_i/\hat{\alpha}_i)^{\hat{\beta}_i-1}}{\Sigma_{i=1}^{n}(\beta_i/\alpha_i)(t_i/\alpha_i)^{\beta_i-1}} = N$$

From the above result, one ML estimator say $\hat{\alpha}_2$, can be expressed as a function of the other three ML estimators, i.e.

$$\hat{\alpha}_2 = \frac{T}{\left[ N - \left( \frac{T}{\hat{\alpha}_1} \right)^{\hat{\beta}_1} \right]^{1/\beta_2}}$$ \hspace{1cm} (9)

More detailed explanation of the above method can be found in [20].
The graphical approach

Graphical methods are extensively used for obtaining easy estimates and model parameters. Several researchers have used the graphical methods for the analysis of repairable equipment failing according to a PLP. The relevant references are [15, 8, 24, 17, 20]. Now, we discuss the graphical method for estimating the model parameters in case of n = 2 as follows:

Consider the transformations

\[ x = \ln(t) \quad \text{and} \quad y = \ln[m(t)] \]

which gives

\[ y = y(x) = \ln \left( \frac{e^x \beta_1}{\alpha_2} + \frac{e^x \beta_2}{\alpha_2} \right) \quad (10) \]

Fig. (1) depicts the plot of y versus x, which defines the curve C.

From eqn (10), we get

\[ y = y(x) = \beta_1(x - \ln\alpha_1) + \ln \left[ 1 + e^{(\beta_2 - \beta_1)x}\frac{\alpha_1 \beta_1}{\alpha_2 \beta_2} \right] \quad (11) \]

Similarly, we have

\[ y = y(x) = \beta_2(x - \ln\alpha_2) + \ln \left[ 1 + e^{(\beta_1 - \beta_2)x}\frac{\alpha_2 \beta_2}{\alpha_1 \beta_1} \right] \quad (12) \]

Assuming that \( \beta_2 < \beta_1 \), we have

\[ \lim_{x \to \infty} \ln \left[ 1 + e^{(\beta_2 - \beta_1)x}\frac{\alpha_1 \beta_1}{\alpha_2 \beta_2} \right] = 0 \quad (13) \]

And

\[ \lim_{x \to -\infty} \ln \left[ 1 + e^{(\beta_1 - \beta_2)x}\frac{\alpha_2 \beta_2}{\alpha_1 \beta_1} \right] = 0 \quad (14) \]

From eqns (11) to (14), the asymptotes of the curve C are given by,
Hence the curve C has asymptotic slopes equal to $\beta_1$ and $\beta_2$ as $x$ tends to $\infty$ and $-\infty$ respectively.

From eqn (10), we have

$$\dot{y}(x) = \beta_1 F_1(x) + \beta_2 F_2(x)$$  \hspace{1cm} (15)

Where

$$F_k(x) = \frac{(e^{x/\alpha_1})^{\beta_k}}{(e^{x/\alpha_1})^{\beta_1} + (e^{x/\alpha_2})^{\beta_2}}, \quad k = 1, 2$$

For any $x$, $F_1(x) + F_2(x) = 1$ so that $\beta_2 < \dot{y}(x) < \beta_1$ and hence, the curve C always has a slope between $\beta_2$ and $\beta_1$. The coordinates $x_P$ and $y_P$ of the intersection point $P$ of the asymptotes $L_1$ and $L_2$ are

$$x_P = (\beta_1 \ln \alpha_1 - \beta_2 \ln \alpha_2) / (\beta_1 - \beta_2)$$ \hspace{1cm} (16(a))

$$y_P = \beta_1 \beta_2 \ln (\alpha_1 / \alpha_2) / (\beta_1 - \beta_2)$$ \hspace{1cm} (16(b))

The shape parameters $\beta_1$ and $\beta_2$ can be estimated using above equations 16(a-b).

4. Optimal testing time

In this section, we obtain the optimal testing time by minimizing the total maintenance cost of the software. We assume that after the delivery of the software, there is a warranty period ($T_w$), in which the maintenance cost has to be paid by the developer. We also incorporate a discount rate in the testing cost and maintenance cost so as to determine the present value of the total cost of the software. A detailed description on cost prediction of warranty reserve by including the effects of present value of money can be found in [9].

The total expected software maintenance cost is given by
\[ EC(T) = c_0 + c_r \int_0^T \exp(-\theta t) \, dt + C_W(T) \]  \hspace{1cm} (17)

where \( C_W(T) = C_W \int_T^{T+T_w} \lambda(T) \exp(-\theta t) \, dt \)  \hspace{1cm} (18)

To minimize the total maintenance cost, we differentiate eqn (17) w.r.t \( T \) and equate it to zero which gives

\[ c_r + \frac{c_w(1-e^{-\theta T_w})}{\theta} \left[ -\theta \sum_{i=1}^{n} a_i \left( \frac{\beta_i}{\alpha_i} \right)^{\beta_i-1} + \frac{\sum_{i=1}^{n} a_i \beta_i (\beta_i-1) T \alpha_i^{\beta_i-2}}{\alpha_i^{\beta_i}} \right] = 0 \]  \hspace{1cm} (19)

Particular cases:

i) \textbf{For } n=1:

In this case, there is only one module in the software. Let \( T_1 \) be the value of testing time satisfying eqn (19) so that

\[ T_1^{\beta_1-1}((\beta_1 - 1)T_1^{-1} - \theta) = \frac{-c_r \theta \alpha_1 \beta_1}{c_w(1-e^{-\theta T_w})a_1 \beta_1 (\beta_1-1)} \]  \hspace{1cm} (20)

It can be easily verified that \( \frac{d^2 EC(T)}{dT^2} \bigg|_{T=T_1} > 0 \).

Hence, \( EC(T) \) has a minimum value at \( T_1 \), so that \( T^* = T_1 \).

Now, \( \lambda(T_1) = \alpha_1 \beta_1 \left( \frac{T}{\alpha_1} \right)^{\beta_1-1} \)

Thus the optimal release policy 1 in this case is stated as follows:

\( P^{(1)}_{11}: T^* = T_1 \) when \( \lambda(0) > \lambda(T_1) \)

\( P^{(1)}_{12}: T^* = 0 \) when \( \lambda(0) \leq \lambda(T_1) \)

ii) \textbf{For } n=2:

This implies that there are two modules in the software. The optimal release time can be computed by using

\[ \frac{a_1 \beta_1}{\alpha_1^{\beta_1}} T_1^{(\beta_1-1)} \{ (\beta_1 - 1) T_1^{-1} - \theta \} + \frac{a_2 \beta_2}{\alpha_2^{\beta_2}} T_2^{(\beta_2-1)} \{ (\beta_2 - 1) T_2^{-2} - \theta \} = \frac{-c_r \theta}{c_w(1-e^{-\theta T_w})} \]  \hspace{1cm} (21)
Again, \( \left. \frac{d^2EC(T)}{dT^2} \right|_{T=T_2} > 0 \) and we obtain the minimum cost at \( T_2 \).

Here, \( \lambda(T_2) = a_1 \beta_1 \left( \frac{T}{\alpha_1} \right)^{\beta_1 - 1} + a_2 \beta_2 \left( \frac{T}{\alpha_2} \right)^{\beta_2 - 1} \) and the optimal release policy 1 is stated as follows:

\[ P_{11}^{(2)}: T^* = T_2 \text{ when } \lambda(0) > \lambda(T_2) \]
\[ P_{12}^{(2)}: T^* = 0 \text{ when } \lambda(0) \leq \lambda(T_2) \]

**4. Optimal testing time with reliability constraint**

Here, we obtain the optimal testing time by imposing the reliability constraint. Let \( R_0 \) be the minimum reliability to be achieved by the software developer. Now the constrained optimization problem can be stated as:

Minimize \( EC(T) \)

Subject to \( R(x|T) \geq R_0 \) \hspace{1cm} (22)

Substituting the value of \( R(x|T) \) from eqn (3) in eqn (22), we get

\[ \exp[-\{m(x + T) - m(T)\}] \geq R_0 \] \hspace{1cm} (23)

Let \( T_R \) denote the testing time satisfying

\[ \exp[-\{m(x + T) - m(T)\}] = R_0 \]

The optimal release policy 2 for the above problem is as follows:

i) For \( n=1 \):

\[ P_{21}^{(1)}: \text{If } \lambda(0) > \lambda(T_1) \text{ and } R(x|0) < R_0, \text{ then } T^* = \max \{T_1, T_R\}. \]
\[ P_{22}^{(1)}: \text{If } \lambda(0) > \lambda(T_1) \text{ and } R(x|0) \geq R_0, \text{ then } T^* = T_1. \]
\[ P_{23}^{(1)}: \text{If } \lambda(0) \leq \lambda(T_1) \text{ and } R(x|0) < R_0, \text{ then } T^* = T_R. \]
\[ P_{24}^{(1)}: \text{If } \lambda(0) \leq \lambda(T_1) \text{ and } R(x|0) \geq R_0, \text{ then } T^* = 0. \]

ii) For \( n=2 \):

\[ P_{21}^{(2)}: \text{If } \lambda(0) > \lambda(T_2) \text{ and } R(x|0) < R_0, \text{ then } T^* = \max \{T_2, T_R\}. \]
\[ P_{22}^{(2)}: \text{If } \lambda(0) > \lambda(T_2) \text{ and } R(x|0) \geq R_0, \text{ then } T^* = T_2. \]
If \( \lambda(0) \leq \lambda(T_2) \) and \( R(x|0) < R_0 \), then \( T^*=T_R \).

If \( \lambda(0) \leq \lambda(T_2) \) and \( R(x|0) \geq R_0 \), then \( T^*=0 \).

5. Numerical Illustrations

We provide numerical illustration to examine the optimal release policies suggested in previous section. Fig. 2 depicts the variation of the total maintenance cost \( EC(T) \) of the software with the testing time \( T \) for \( n=1 \) and \( n=2 \). It can be noticed that \( EC(T) \) first decreases and then increases with \( T \) which implies that increase in the duration of the testing phase causes an increase in the total maintenance cost of the software. Also, software having more number of modules requires more maintenance cost as compared to that having lesser number of modules. The effect of the \( c_w \) on \( EC(T) \) can be seen in Fig. 3. \( EC(T) \) increases with \( c_w \) which is obvious. Fig. 4 illustrates that increase in the discount rate \( \lambda \) decreases the maintenance cost of the software. Figures 5–6 depict the effect of various parameters on the software reliability (\( R \)). The variation of \( R \) for \( n=1 \) and \( n=2 \), with the testing time is shown in Fig. 5. The reliability of the software increases with the testing time but it becomes constant after a certain level. Fig. 6 demonstrates the effect of initial number of errors in module 2 i.e. \( a_2 \) on \( R \). Evidently, \( R \) decreases with \( a_2 \) which implies that the software is less reliable if there are more number of errors present initially in it.

Now, we examine the suggested optimal policies for the testing time (\( T \)). Table 1 demonstrates the optimal release policy 1 for \( n=1 \) and \( n=2 \). The optimal testing time, \( T^* \) decreases with the testing cost per unit time (\( c_t \)). This means that the testing of the software can be completed in a shorter duration if more money is invested on testing phase, which is obvious. Also, \( T^* \) shows an increasing trend with the warranty period, \( T_w \). Fig. 7 illustrates the optimal testing time for \( n=2 \) with reliability objective \( R_0 \). In the case of \( c_t=50 \), \( \theta =. 001 \) and \( T_w=1000 \), we derive \( T_R=308.517 \) from Table 1 (Optimal release policy 2). When the reliability objective \( R_0=. 8 \) and operational time \( x=1 \), we obtain \( T_R=1306.522 \). Hence, from optimal release policy 2, the optimal testing time is \( T^*= \max \{ T_2, T_R \}= \max \{ 308.517,1306.522 \}=1306.522 \).

It is noted from the numerical results that a desired level of software reliability can be achieved by increasing the testing time thereby minimizing the maintenance cost of the software.
<table>
<thead>
<tr>
<th>N</th>
<th>T_w</th>
<th>c_t</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>266.741</td>
<td>150.609</td>
</tr>
<tr>
<td>600</td>
<td>299.930</td>
<td>167.899</td>
</tr>
<tr>
<td>700</td>
<td>330.986</td>
<td>183.483</td>
</tr>
<tr>
<td>800</td>
<td>359.750</td>
<td>197.049</td>
</tr>
<tr>
<td>900</td>
<td>385.471</td>
<td>210.230</td>
</tr>
<tr>
<td>1000</td>
<td>408.629</td>
<td>221.385</td>
</tr>
<tr>
<td>500</td>
<td>793.901</td>
<td>446.185</td>
</tr>
<tr>
<td>600</td>
<td>988.914</td>
<td>503.385</td>
</tr>
<tr>
<td>700</td>
<td>1113.203</td>
<td>555.846</td>
</tr>
<tr>
<td>800</td>
<td>1229.665</td>
<td>604.592</td>
</tr>
<tr>
<td>900</td>
<td>1338.229</td>
<td>648.528</td>
</tr>
<tr>
<td>1000</td>
<td>1442.126</td>
<td>688.788</td>
</tr>
</tbody>
</table>
Table 1: Optimal testing time for parameters
\[ a_1=20, a_2=50, \alpha_1=3, \alpha_2=2, \beta_1=.5, \beta_2=.3, 0.001, c_0=200, c_n=50 \]

Fig. 1: Curve C and its asymptotes \( L_1 \) and \( L_2 \)

\[ y = \ln[m(t)] \]
\[ x = \ln(t) \]
Fig. 2: Total maintenance cost Vs. Testing time for parameter
\[ a_1=20, a_2=50, \alpha_2=2, \beta_1=3, \beta_2=.5, \theta=.001, c_w=50, c_0=200, T_w=1000, c_t=50 \]

Fig. 3: Total maintenance cost Vs. Testing time for parameters
\[ a_1=20, a_2=50, \alpha_2=3, \alpha_2=2, \beta_1=5, \beta_2=.3, \theta=.001, c_w=50, c_0=200, T_w=1000, c_t=50 \]
Fig. 4: Total maintenance cost Vs. Testing time for parameters
\( a_1=20, a_2=50, \alpha_1=3, \alpha_2=2, \beta_1=.5, \beta_2=.3, c_w=50, c_0=200, T_w=1000, c_i=50 \)

Fig. 5: Software Reliability by varying Testing time for parameters
\( a_1=20, a_2=50, \alpha_1=3, \alpha_2=2, \beta_1=.5, \beta_2=.3, x=1 \)
Fig. 6: Software Reliability by varying $a_2$ for parameters $T=300, a_1=20, \alpha_1=3, \alpha_2=2, \beta_1=.5, \beta_2=.3, x=1$
Fig. 7: Optimal release policy 2 by taking parameters
\( a_1 = 20, a_2 = 50, a_1 = 3, a_2 = 2, b_1 = 0.5, b_2 = 0.3, q = 0.001, \)
\( c_w = 50, c_0 = 200, T_w = 1000, c_t = 50, x = 1, R_0 = 0.8 \)
6. Conclusion

In this paper, we have considered the architecture based software systems. The failure pattern of all the modules has been described by power law processes (PLP) with different shape and scale parameters. We have employed an NHPP arising from the superposition of PLPs to compute the optimal testing time for a modular software system, subject to the reliability constraint. The proposed procedures to estimate the shape and scale parameters of failure intensity function may be easily implemented to fit a S-PLP for real time failure date. The numerical results show that the modular software systems require higher maintenance cost as compared to the non-modular software systems. Also, more testing time is needed to attain a pre-assigned level of reliability in case of modular software systems.

The proposed model can be extended by considering the interactions between various modules of the software. The transition probabilities from one module to another can be taken into consideration for this purpose to analyze the reliability of the software.
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